Secure Systems Begin With Knowing Your Threats, Part 1 

by Michael Howard
A good portion of my job is performing security reviews, not just for Microsoft products but for client solutions also. I tend to perform reviews early, in the design phase rather than the development phase, simply because correcting errors is easier in the early stages than after the horse has bolted, so to speak. Architectural issues may be remedied early in the process also. 

I have noted an alarming number of conversations that go like this: 

Client: "How do we secure our application?"
Michael: "I don't know."
Client: "What do you mean, you don't know? Aren't you the expert?"
Michael: "Well, what threats are you trying to alleviate?"
Client: "Don't waste our time, tell us how to secure our solution."
Michael: "I'd really love to help, but I need to know what kinds of threats you think you'll face. Then I can give you some ideas about what the appropriate technologies are to counter those threats."
Client: "Are you serious?"
Michael: "I'm dead serious. As soon as you know your threats you can build a secure solution. Until then, you're giving yourself a false sense of security." 

At this point, we discuss threats, what they are, and a threat-analysis simple process for evaluating them. This article is the first of two that discuss this process. 

What Are Your Threats?
Luckily, determining your threats is straightforward: 

· Gather a small number of knowledgeable people, one or two from each functional area.

· Sit in a room with pizza and coffee and brainstorm threats for each functional area for a couple of hours.

· Prioritize the threats.

· Determine the mitigation plans.

· Determine the mitigation technologies.

You may need to complete this process a couple of times, because no one is clever enough to capture all threats on the first try. Also, things change over time: new issues and a changing business and technical landscape impact the threats to your system. 

The Threat-Analysis Process
Analyzing threats can be difficult and time consuming but you cannot build secure applications without understanding the threats to your applications. Without such understanding, you can't determine the appropriate technology for countering the threats, which I cover in the remaining steps of the process. 

Using the STRIDE Model
A model I have used on a number of occasions—with great effect—to categorize threats is the STRIDE threat-analysis model. The STRIDE model sorts threats into the following categories: 

· Spoofing identity

· Tampering with data (also called integrity threats)

· Repudiation

· Information disclosure

· Denial of service

· Elevation of privilege

Let's look at each threat category in a little more detail. 

Spoofing Identity
An example of identity spoofing is illegally accessing and then using a user's authentication information, such as the user's username and password. 

Tampering with Data
Data tampering is the malicious modification of data. Examples include making unauthorized changes to persistent data, such as that held in a database, or altering data as it flows between two computers over an open network, such as the Internet. 

Repudiation
Repudiation threats are associated with users who deny performing an action when other parties have no way of proving otherwise. An example is a user performing an illegal operation in a system that can't trace the prohibited operations. 

Information Disclosure
Information disclosure is exposing information to individuals who are not supposed to see it. A user's ability to read a file to which he or she was not granted access and an intruder's ability to read data in transit between two computers are both disclosure threats. 

Denial of Service
Denial of service (DoS) attacks deny service to valid users, by making a Web server temporarily unavailable or unusable, for example. You must protect against certain types of DoS threats simply to improve system availability and reliability. 

Elevation of Privilege
In this type of threat, an unprivileged user gains privileged access and thereby has the ability to compromise or destroy an entire system. Elevation of privilege threats include those situations in which an attacker has effectively penetrated all system defenses and become part of the trusted system itself—a dangerous situation indeed. 

Prioritizing Threats
Prioritization is a simple process: determine how much countering a threat will cost and then compare that amount with the cost of the asset the countermeasure will protect. Does the security technology cost more than the asset being protected? However, you also must be aware of intangible aspects such as loss of faith or public relations issues. 

When determining the priority of each threat, apply a simple formula: 
Risk = Criticality / Effort

Criticality is the importance of the resource being protected, and effort is the degree of difficulty required to mount an attack on the resource. Risk determines the danger a threat poses to the company. Use the risk rating with your analysis of security cost versus asset value to make your prioritization decisions. 

For example, say a hospital finds a threat regarding access to client medical data, an information disclosure threat. Obviously, if the data is compromised, there could be serious implications for both the patient and the hospital in question. Therefore, this threat's criticality is given a rating of 10, on a scale of 1 (least critical) through 10 (most critical). The hospital determines that the effort to mount an attack based on this threat is minimal (because the threat can be automated), so it rates the threat's effort at 1 on a scale from 1 (attack easiest to mount) to 10 (attack most difficult to mount). 

The risk posed by this threat is 10 divided by 1, or 10. This is a very high-risk threat indeed. For a more detailed discussion of this formula, see Edward Amoroso's Fundamentals of Computer Security Technology (Prentice Hall, 1994). 

Tracking Threats
To best analyze threats, you must record—at a minimum—the following information on each one: 

· The threat name

· The threat type(s) based on the STRIDE model

· The effort to amount the attack (1-10)

· The damage caused if the attack should occur (1-10)

· Which subcomponent is the point of attack (e.g., the data in the database, the system configuration data, etc.)

· Attack techniques

· Mitigation techniques 

Conclusion
It's simple, really. You cannot build secure systems unless you understand the threats. Once you have determined what the threats to your system are you can choose the correct security technology to mitigate the threat. 

In the next installment, I'll discuss how to choose appropriate technologies to mitigate specific risks and follow up with an example of a shopping cart application. In the meantime, if you have any follow-up questions regarding threat analysis please post them to the DevX security infrastructure discussion group. I'll be happy to answer your question. 


Michael Howard is a program manager on the Windows 2000 security team. He is the author of Designing Secure Web-Based Applications for Microsoft Windows 2000 and has spoken about security-related issues at many events, including Microsoft Tech·Ed, Microsoft Professional Developer's Conferences, and numerous industry gatherings. He can be reached at mikehow@microsoft.com. 
Secure Systems Begin with Knowing Your Threats, Part 2 

by Michael Howard
In Part 1 of this series, I discussed why threat analysis is so important for designing secure applications and introduced a simple method (STRIDE) for performing such analysis. 

Now, let's look at the nuts and bolts of the threat analysis process. The example I use is a simplified Web server-based e-commerce site. Some of the site's features include: 

· Users can browse the inventory, look at inventory pictures, read customer reviews, and so on.

· Users can search for and purchase items by selecting them and adding them to their online shopping carts.

· Users enter their shipping and credit card information for purchases.

· A credit card validation service authorizes credit cards in real time. 

Figure 1 illustrates the architecture behind our site. 

	 
	




	
	Figure 1. A Simplified E-Commerce Architecture Click here.


The Threat Modeling Process
The initial step is a threat modeling session, during which all possible threats are determined. After completing a session for our site, the design and development team found the following points of vulnerability—parts of the architecture most susceptible to threats (essentially, any running process and data source): 

· The server itself

· User data (such as name, password, and credit card details)

· Server configuration data (data used to configure the system)

· Inventory data (product pricing, images, descriptions, reviews, sales figures, etc.)

· The credit card validation system 

When evaluating the threats to your system, use the following classifications for each one: 

1. The threat name

2. The threat categories (using STRIDE)

3. The threat target

4. The effort, criticality, and risk of the threat

5. Attack and mitigation techniques 

Let's examine each one in more detail: 

The Threat Name
The threat name is a simple sentence that describes the essence of the threat. 

The Threat Categories (use the STRIDE model I described in Part 1)
A threat may fit in more than one threat category. For example, a spoofing identity threat may be due to an information disclosure threat. Be especially attentive to elevation of privilege threats because they usually lead to all the other categories. 

The Threat Target
The threat target defines which component of an application is vulnerable to attack. The inventory of threat targets includes all data sources and all executable processes. 

The Effort, Criticality, and Risk of the Threat
I discussed the effort, criticality, and risk in detail in Part 1. The formula to remember is risk is the amount of effort required to mount an attack divided by the criticality of the threat. 

Attack and Mitigation Techniques
Finally, attack and mitigation techniques determine how attacks could take place and what technologies one would apply to mitigate them. This process usually requires people who are knowledgeable about computer security, which means you may need outside help. When possible attacks are suggested, don't say, "this could never happen," or "we've never been attacked." Everything is possible, but hopefully the risks are low. 

Figure 2 is an example of an anthology that would result from a threat modeling session. It itemizes some broad techniques to mitigate the determined threats (you may wish to print it out for reference). 

	 
	



	
	Figure 2. A Threat Modeling and Mitigation Anthology Click here.


As you can see, various threat types can be mitigated using classes of technology, and each technology class has its own platform-specific implementations. 

The Threat Model
Now let's turn our attention to the fruits of a threat modeling session, the threat model itself. The following are example items from a complete security threat report for our site's commerce server: 

· An attacker accesses a user's shopping cart.

· attacker accesses a private key used for SSL/TLS. 

Attacker Accesses a User's Shopping Cart
This is an easy attack to mount. An attacker need only replay the user's cookie or other authentication material to access the user's shopping cart. The resulting threats are: 

· Spoofing identity—The attacker could act as the user

· Tampering with data—The attacker may be able to tamper with the user's shopping cart

· Information disclosure—The attacker can view the contents of the shopping cart 

The effort to mount such an attack is low and the criticality of the attack is high, which—according to the risk formula—means the risk is somewhat high, too. Obviously, this vulnerability should be locked up, but it's not that simple. 

A number of mitigation techniques, such as using timestamps to reduce the useful lifetime of the authenticator, are available for these threats. A secure channel between the client and server using SSL/TLS for all transmissions is one, but this may be expensive. Also, the site administrators could build other client information into the authenticator, such as IP address, but this may not work through proxy servers. 

Attacker Accesses Private Key Used for SSL/TLS
This is a very difficult attack to pull off, but the ramifications are immense. If the attacker can gain access to the private keys used when the Web server initiates an SSL/TLS session with the client, the attacker could use that key to pose as the Web site. The threats to the Web server are: 

· Spoofing identity—The attacker can pose as the e-commerce site.

· Information disclosure—The attacker may be able to convince users to volunteer their credit card information. Because the SSL/TLS lock appears in their browsers, they would assume the site is valid. 

The effort to mount such an attack is very high and the possible damage is also very high, so the overall risk is low. Attackers most commonly exploit weaknesses or admin errors that make the key available. 

Mitigation techniques include storing keys in special cryptographic hardware. However, if the site's IT team could use software to store the key and mark the private key as non-exportable. Also, they could recommend that clients support certificate revocation list (CRL) checking. 

The Bottom Line
Hopefully you've gotten a feel for determining the threats to your systems and learned how to prioritize and mitigate these threats. Remember, no matter how improbable a threat may sound, it should still be recorded. You never know when theory may become practice. 

A final word of wisdom: don't underestimate education as a mitigation technique. Telling your users not to use weak passwords and not to write them down has very little to do with technology. No amount of technology can compensate for user and administration security mistakes. Education is key. 
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